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ABSTRACT

The rate of mortality in the recent time because of tuberculosis disease is so alarming. Drug-Resistant Tuberculosis is a communicable disease very dangerous that attack lungs, many victims were not identified due to weak health systems facilities, poor doctor-patient relationship, and inefficient mechanisms for predicting of the disease. Data mining can be applied on medical data to foresee novel, useful and potential knowledge that can save a life, reduce treatment cost, increases diagnostic and prediction accuracy as well as delay taking during prediction which reduce the treatment cost of a patience. Several data mining technique such as classification, clustering, regression, and association rule were used to enhance the prediction of tuberculosis. In this project I used Naïve Bayes Classifier to design a model for predicting tuberculosis. I considered the following parameters; Gender, Chills, Fever, Night sweat, Fatigue, Cough with Blood, Weight loss, and Loss of Appetite for classification phase 1. While Gender Chest Pain, Sputum, Contact DR, Weight Loss, Inadequate treatment for classification phase 2 as the clinical symptom. The Naïve Bayes Classifier has the advantage of
attribute independency, it is easy in construction, can classify categorical data, and can work on high dimensional data effectively. The model designed using Naïve Bayes Classifier is divided o into classification phase 1 and classification phase 2 and implemented using Phython 3.2 Programing Language. The result shows that Naïve Bayes Classifier was suitable in predicting drug resistant tuberculosis with performance accuracy of 82%, 98% and area under curve (AUC) is 88%.
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**INTRODUCTION**

**Background of the Study**

Tuberculosis (TB) is a serious problem and transmit through bacteria known as Mycobacterium Tuberculosis (Zakhmi, and Arora, 2006). “It is one of the communicable disease that lead to high global mortality (Evora, seixas and kritski, 2017). Tuberculosis (TB) is a contagious disease caused by the bacterium Mycobacterium tuberculosis (M.tb) Every year since 1997, the World Health Organization (WHO) has published a Global Tuberculosis (TB) report, which provides an up-to-date assessment of the Global TB situation, and summarizes progress and efforts in prevention, diagnosis, and treatment of the disease, at country, regional and global levels. The 2020 Global TB report was released on 14 October 2020 and was compiled in the context of global TB control strategies and United Nations (UN) targets set in the political declaration at the September 2018 UN General Assembly high-level meeting on TB held in New York. The data accounted for over 99% of the world’s population and reported data from 198 countries. The 2020 Global TB Report has two additional features of note: it complements and elaborates on the United Nations (UN) Secretary-General’s 2020 progress report on TB, which was requested in the political declaration at the high-level meeting on TB held on 14 October 2020. The report also includes preliminary assessments of how the unprecedented corona virus disease -2019 (COVID-19) pandemic may affect TB health services, treatment and prevention efforts. However, it is important to note that global TB control efforts were not on track even before the advent of the COVID-19 pandemic, and the numerical gap between the estimated number of people with TB globally and the numbers reported to public health authorities remains wide. If all the missing people with TB, including those from the private sector, could be identified, the shortfall in reaching all the targets might be greater; thus, the failure to reach the targets cannot be assumed to be because of the gap between reported and estimated numbers of people with TB. In 2019, TB remained the most common cause of death from a single infectious pathogen. Globally, an estimated 10.0 million people developed TB disease in 2019, and there were an estimated 1.2 million TB deaths among HIV-negative people and an additional 208, 000 deaths among people living with HIV. Adults accounted for 88% and children, aged <15 years, for 12% of all people with TB. Most people who developed TB in 2019 were in the WHO regions of South-East Asia (44%), Africa (25%), and the Western Pacific (18%), with smaller percentages in the Eastern Mediterranean (8.2%), the Americas (2.9%) and Europe (2.5%). Eight countries accounted for two thirds of the global total: India (26%), Indonesia (8.5%), China (8.4%), the Philippines (6.0%), Pakistan
Halliru, Wajiga, Malgwi, & Maidabara, P. 1-22
(Zumla et al., 2020). Innovations to adapt TB diagnostic platforms to screen for both TB and COVID-19, rolling out additional machines, and investing in development of low-cost rapid diagnostic tests for both infections are important and urgently needed. The methods used by the WHO to estimate the global burden of TB includes the use of data from national prevalence surveys; notification data adjusted by a standard factor to account for under-reporting, over- and under-diagnosis; inventory studies that measure under-reporting; and expert opinion on TB detection gaps. Prevalence surveys, more commonly than not, have shown that country estimates of prevalence have been lower than what was observed, consequently, the incidence estimates upon which the global estimates are based may be lower than what actually exists. While the methods used to estimate the burden of TB are continuously being improved, imperfections remain which may explain the relatively wide uncertainty intervals especially with country level estimates. Differences in methodological approaches for the estimation of the burden of TB have in the past led to significant differences in the estimates of the global burden of TB provided by the WHO and the Institute for Health Metrics and Evaluation that undertakes the Global Burden of Disease project (Garcia-Basteiro et al., 2018).

These methodological challenges in the estimates of the global burden of TB may have significant consequences at the programmatic level in countries. National TB programs may set unrealistically high targets or appear to be setting unambitious targets if national targets are based on trends of TB notifications as has been proposed by some experts (Trébucq and Schwoebel, 2016). We urge the global TB community under the leadership of the WHO Global Task Force on TB Impact measurement (WHO, 2019) to continue to address this challenge and to harmonize approaches for the estimation of the burden of TB so that disease burden estimates become more robust with a more precise estimate of the size of the TB incidence-detection gap.

It is also equally important to develop robust approaches and tools for the estimation of the burden of TB at sub-national level where efforts to identify people with TB are focused as has been proposed by some countries e.g., Indonesia (Parwati et al., 2020). Several interventions, many of which have been implemented to a variable degree in various settings are in place to narrow the TB incidence-detection gap and excellent reviews have been published on this subject (Reid et al., 2019).

Some of the major steps that need to be taken to address the challenge of missing people with TB at the national and sub-national level in countries include the identification of TB at risk populations to be targeted to actively find people with TB, the use of highly sensitive methods for TB screening and specific TB diagnostic tests (e.g. Xpert MTB/RIF), linkage to care and treatment of all people identified to have active TB, measures to ensure retention in care and adherence to treatment, engagement with communities, development of strong partnerships with the non-state health sector and ensuring that TB is an integral component of evolving universal health care programs. Cascade analysis at all levels of the national TB program is an effective way of identifying bottlenecks in the pathway to care, treatment and cure of TB (Subbaraman et al., 2019). The misalignment of TB services with the places where people seek health care may be a significant impediment to detection of people with TB. Alignment of health services would
be useful, not only for TB but for more efficient provision of health care services in general. Ensuring that a large proportion of the targeted population is reached with TB screening and diagnostic test services that is sustained over time has been documented to reduce the incidence of TB in diverse settings (Corbett et al., 2010; Kaplan et al., 1972; Marks et al., 2019). Such approaches need to be adopted and scaled up in each country to ramp up TB detection efforts and to narrow the TB incidence-notification gap. The challenge of sub-optimal TB treatment outcomes The 2020 WHO global TB report contains data on the treatment outcomes of people treated for drug susceptible TB in 2018 and those initiated on treatment for drug resistant TB in 2017. Globally 85%, 76% and 57% of people with new and relapse TB, HIV-associated TB and RR/MDR-TB, respectively, were treated success-fully.

These figures represent a sub-optimal performance. The poor treatment outcomes are driven mainly by lack of evaluation, poor linkage to treatment, death and high loss to follow-up. The underlying causes of poor treatment outcomes include un-identified or additional drug resistance (Cegielski et al., 2014), inadequate support provided to people with TB to ensure high level of adherence, weak recording and reporting systems and inadequate prevention and management of advanced HIV disease including the provision of anti-retroviral treatment. For children specifically, challenges include under-identification, inadequate recording and reporting, poor drug formulation options, poor caregiver availability/capacity for treatment, and persistent issues with stock out of the few drug options appropriate for this population. By 2019, only 30% of the 3.5 million five-year target for children treated for TB had been achieved, including only 8% of the 115,000 target for treatment of children with RR/MDR-TB. Lapses in data collection and proper and consistent disaggregation continue to negatively affect identification and treatment as well as programming and resource-allocation for children under 15 years and adolescents 10-19 years of age. Based on observational studies in Bangladesh and sub-Saharan Africa (Bulabula et al., 2019; Trebucq et al., 2018), which were confirmed by results of the standardised treatment regimen of anti-TB drugs for people with MDR-TB (STREAM) Stage 1 trial, WHO now recommends that the shorter 9-month MDR-TB regimens be preferred as it achieves treatment success in roughly 80% of participants (Nunn et al., 2019).

Furthermore, second-line injectable drugs, if possible, should be replaced by a fully oral, bedaquiline (BDQ)-containing regimen, one of the new (along with delamanid and pretomanid) potent MDR-TB drugs that are now being increasingly prescribed globally. Such regimens should be urgently scaled-up to improve outcomes, minimize side effects and improve adherence along with point-of-care molecular drug susceptibility testing of second line MDR-TB drugs (Bisimwa et al., 2020; Cox et al., 2018; Diacon et al., 2014; Gler et al., 2012). Furthermore, attempts have been made in the recent past to reduce the duration of treatment in drug susceptible TB focused on the use of fluoroquinolones, however, the large clinical trials that were undertaken for this purpose failed to demonstrate efficacy for relapse free cure (Grace et al., 2019). The 2020 Global TB report includes a comprehensive description of new medicines and regimens that are at various stages of clinical development and the reader is urged to consult this
It is anticipated that medicines that are currently reserved for the treatment of drug-resistant TB will soon be available for the treatment of all TB including TB that is caused by pathogens currently considered to be drug-susceptible and which have the potential to significantly shorten treatment. This is exciting and we urge that efforts to develop new medicines and treatment regimens be ramped up in line with the ambition that came out of the first ever United Nations High Level meeting on TB. This will require additional funding and more robust partnerships between research funders and research groups. It is particularly important that the global south where TB is endemic be deeply engaged in all the processes required for the development of new medicines and regimens for TB. To ensure that TB treatment is taken as prescribed, directly observed of treatment (DOT), has been a pillar of TB care and prevention although its efficacy compared with self-administered treatment has been questioned (Volmink and Garner, 2007). However, direct observation of TB treatment ingestion may be disempowering to the person being treated in addition to imposing demands on that person and the health care system that can be difficult to cope with. An approach that is based on providing comprehensive and individualized support to people being treated for TB is more likely to be acceptable to people with TB and their families and has been associated with better treatment completion rates (Alipanah et al., 2018).

Furthermore, in the current digital world, new ways of supporting people on treatment, including interactive two-way mobile phone text message reminders and video assisted DOT have also been associated with good levels of treatment adherence while providing psychological support through remote counselling (Ngwatu et al., 2018). Addressing sub-optimal TB prevention recent estimates of the global burden of latently infected persons with Mycobacterium tuberculosis suggests that 23% (95% uncertainty interval 20.4%-26.4%) of the global population or about 1.7 billion people harbor this infection. This large pool of latently infected persons is the seedbed of future TB. It has been estimated that by 2030 and 2050, this pool of latently infected persons will generate 16.3 and 8.3 people with active TB per 100,000 population respectively (Houben and Dodd, 2016).

However, with current and hopefully future diagnostic and treatment tools most if not all these episodes of TB can be prevented. A major challenge for TB prevention currently is that there are no easily deployable tools that can identify the subset of latently infected persons who are likely to progress to active TB. While some bio-signatures offer this potential (Sumner et al., 2019) none has been developed to a state that can be used to support programs intended to deliver targeted TB preventive therapy. We urge that this area of research also receives due attention, especially funding, to help refine the targeting of TB preventive therapy as programmatic management of TB preventive therapy is advanced. It is noteworthy that progress is being made in the provision of TB preventive therapy even though by 2019, the world was far off target. The small successes that are being made, however, need to be celebrated. For example, in 2019, TB preventive therapy was provided to 4.1 million people, which was nearly double the number that received this treatment in 2018. For HIV-infected individuals, 85% of those eligible to receive TB preventive therapy received this intervention, which is commendable. While provision of TB
preventive therapy to household contacts of people with active TB remained low, it seems TB programs across the world have begun to push forward with this intervention as evidenced by the increase in the number of household contacts who were provided with TB preventive therapy in 2019 (538, 396) compared to 2018 (423, 607). The development of new regimens that are shorter and equally effective such as a weekly dose of rifapentine and isoniazid for 3 months (3HP), a daily dose of rifampicin plus isoniazid for 3 months (3HR), a daily dose of rifapentine plus isoniazid for 1 month (1HP), a daily dose of rifampicin for 4 months (4R) (Sterling et al., 2011; Swindells et al., 2019; WHO, 2020) appeared to have helped to advance implementation of TB preventive therapy at the country level. We believe that combination therapies such as 3HP, 3HR and 1HP have been a truly major advance in that they may have allayed the fears held by some TB program managers and opinion leaders at the national level, that TB preventive therapy, using isoniazid preventive therapy could promote the development of resistance paving the way for acceleration of TB preventive therapy. Our view is that this moment should be seized to ensure TB preventive therapy services are rapidly scaled-up. By doing this TB preventive therapy, will contribute to the global desire to accelerate declines in TB incidence. Preventing future TB must not just be focused on finding and treating people with TB but should also include efforts to address social and other determinants of the disease. While efforts are being made to actively find people with TB and to provide TB preventive therapy, governments must ensure that the expansion of economies continues in this COVID-19 era (WHO, 2020) and percolate to all segments of the populations in every nation. The major drivers of TB – undernutrition, poverty, diabetes, tobacco smoking, and household air pollution (Dooley and Chaisson, 2009; Lee et al., 2020; Noubiap et al., 2019; Reid et al., 2019) must be addressed if the world is to expect to end TB as a public health threat by 2035. Moreover, since the year 2000, WHO has projected that 54 million people have survived tuberculosis (including a large proportion of children and adolescents) (Allwood et al., 2020).

However, these people are more likely to develop residual lung damage and recurrent tuberculosis (Allwood et al., 2019, 2020) and are at increased risk for all cause-mortality (standardized mortality ratios: 2.91 (95% CI 2.21-3.84) (Romanowski et al., 2019) compared with the general population or matched controls. We urge national TB programs to incorporate post-tuberculosis health and wellbeing interventions in the package of services provided to people with TB (Chakaya et al., 2016) and encourage the research community to undertake research intended to unravel the biomedical and social determinants impacting TB survivals’ long-term prognosis (Romanowski et al., 2019).

There has been over two years since global leaders signed the UN general assembly high level meeting on TB declaration. It is disappointing and disheartening that we are not on track to reach the testing and treatment goals. While global political and public health systems have been severely shaken by the COVID-19 pandemic, which undoubtedly has dislodged TB from the number one slot in the year 2020 the expectation is that with the rollout of COVID-19 vaccines and public health measures, COVID-19 may be brought under control (Forni and Mantovani, 2021). The long-term socio-economic effects of the COVID-19 pandemic will further drive
poverty, malnutrition and poor living conditions, which are risk factors associated with TB prevalence. Thus, TB will likely quickly re-occupy the number one spot as the most common infectious cause of mortality worldwide. From first detection of COVID-19 as a new human pathogen, global coordination and political will with huge financial investments have led to the development of effective vaccines against SARS-CoV2 infection within 11 months. The world now needs to similarly focus on development of new vaccines for TB utilizing new technological methods. We urge the WHO, other UN agencies and partners to develop mechanisms that strongly push countries to ensure TB multi-sectoral accountability frameworks are not just developed but are pursued with vigour. Holistic programs for human development need to be developed and leaders made to account for their implementation. Global health inequities driving TB epidemiology, including the environment and climate control, gender, age, socio-economic status, and wealth as well as resource distribution, should also be addressed by multiple approaches and sectors. It is not yet too late to do this and on the World TB Day 2021, we expect that every leader and person of influence will get the message that it is time to reduce inequities as we work towards a TB free world. While there is a continued need to develop new prevention and J. Chakaya, M. Khan, F. Ntoumi et al. International Journal of Infectious Diseases G Model IJID-5190; No. of Pages 6 4treatment tools for TB, we strongly believe that the effective and efficient application of current tools can significantly dent the burden of TB and advance the push to end TB as a global public health threat. The time to do this is now. The world's TB control programs were already failing to meet the ambitious goals during the past 2-3 years, largely because of systemic weaknesses. The COVID-19 pandemic and its rapid global spread, highlights the intrinsic weaknesses of health care systems. The ultimate generic issue for all communicable diseases of public health importance is that of creating a systemically strong healthcare base upon which to build disease-specific programs such as for TB

Statement of the Problem
The control of Drugs Resistant Tuberculosis (DR-TB) is becoming a threat worldwide. In most countries where mycobacterium is high, there is an increase likelihood for a Drugs Resistant Tuberculosis (DR-TB) epidemic to occur which can lead to loss of lives yearly at an increasing rate and many people tend to be affected with the TB through a contact with someone that is already affected with the virus especially through coughing when the droplets touches the body of another person, DR-TB spread mostly among family members or at office from a coworker or any other public places. COVID19 and HIV can increase the chances of having DR-TB which can quickly re-occupy the number one spot as the most common infectious cause of mortality worldwide because the pathogens of these people is already weak so any facial contact with a victim of TB can increase the chances of the spread of DR-TB, person can have latent TB or active TB and get recovered through medication. Due to having high number of people with COVID19 and HIV, the world now needs to similarly focus on development of new vaccines utilizing new technological methods for prediction of DR-TB. There must be mechanisms that strongly push countries to ensure TB multi-sectorial accountability frameworks are not just developed but are pursued with vigor. Holistic programs for human development need to be
developed and leaders made to account for their implementation. Global health inequities driving TB epidemiology, including the environment and climate control, gender, age, socio-economic status, and wealth as well as resource distribution, should also be addressed by multiple approaches and sectors, it is not yet too late to do this. The symptomatic feature presented by the patients is the clinical presentation of tuberculosis in a patient. This feature is an indication of disease course and therefore, has direct significant in directing the clinician on which decision to take. The disease sign and symptom has made tremendous achievement in predicting and diagnostic disease.

**Aim and Objectives of the Study**

**Aim**
The aim of this project is to design a model for prediction of Drug Resistant Tuberculosis in a patient using Data Mining Technique in order to reduce the time it takes to identify the state of a patient.

**Objectives**
The objectives are as follows:

1. To design a model for predicting drug resistant tuberculosis which utilizes large data obtained from hospital.
2. To model the drug resistant tuberculosis prediction using Naïve Bayes classifier in order to enhance the accuracy of the prediction of DR-TB
3. To find out the various stages of tuberculosis that causes the drug resistant tuberculosis in relation to Covid19 and HIV

This research I will be making use of tuberculosis data set obtained from FMC Yola

**Significant of the Study**
Tuberculosis remain one of today’s global health challenges, ranking as the second leading infectious cause of death and of the most burden-inflicting disease in the world. The purpose of this study is to the following reasons:

1. To support countries to implement better tools that are needed to control spread of TB worldwide
2. The discovery of new markers for high and low risk individuals would allow evidence-based determination of who to treat, how to treat, and how long to treat both for prevention and cure.
3. Ability to predict the symptom of tuberculosis due to validated model to diagnose an individual

This model can assist specialist that have limited knowledge in discovering the symptoms of TB

**Scope and Limitation of the Study**
Despite notable progress made in the past decade, there is still need of an alternative way of diagnosis of resistant tuberculosis, within this context the overall goal is to develop a model that can be used for diagnosis of resistant tuberculosis symptom. The study highlighted the
significant of Naïve Bayes Classifier in supervised learning considering its independent assumption. Performance of the system was checked using matrix and ROC only.

LITERATURE REVIEW

Machine Learning
Machine learning, by its definition, is a field of computer science that evolved from studying pattern recognition and computational learning theory in artificial intelligence. It is the learning and building of algorithms that can learn from and make predictions on data sets. These procedures operate by construction of a model from example inputs in order to make data-driven predictions or choices rather than following firm static program instructions (Simon, et al., 2015). It is about learning how to do better in upcoming based on experience learned in the past (Cruz & Wisharts, 2006). For example, learns to act as an intelligent or predict disease accurately based on some number of observations (Raj & Prasanna, 2013). The machine learning can be of the following forms: supervised, unsupervised, semi supervised and reinforcement. In supervised Machine learning the program is “trained” on a pre-defined set of training examples, which then facilitate its ability to reach an accurate conclusion when given new data. In unsupervised machine learning, the program is given a bunch of data and must find patterns and relationships therein (Simon et al. 2015).

The semi-supervised machine learning is used for the same applications as supervised learning, but it uses both labeled and unlabeled data for training. While the Reinforcement machine learning is a computer program which interacts with a vibrant environment in which it must perform a certain goal. The program is provided feedback in terms of rewards and punishments as it navigates its problem space (Sharma & Kumar, 2017). Our objectives are to train a dataset which we can develop learning algorithms that can learn automatically without human assistance or intervention. Machine learning provides an alternative solution to a medical problem by using different techniques such as clustering and classification applied on previous real data to predict current disease. This approach was found stimulating by many researchers trying to use medical data to predict disease (Razak, 2015).

METHODOLOGY

Concept of Classification Technique
One of the data mining function that assigns items in a collection to target categories or classes is classification. It provides predictive data mining approach which makes a prediction about values of data using known results found from different data. The goal of classification is to accurately predict the target class for each case in the data (Bharathi & Deepankuma, 2014).

Several research studies have been conducted using classification algorithms. Recently, Badeji (2018). designed an automated model for tuberculosis identification, which predict tuberculosis based on the following parameters: coughing, sometimes with mucus or blood, chills, fatigue, fever, loss of weight, loss of appetite, night sweat, the prediction model used Naïve Bayes Classifier. This system considers only the parameters of tuberculosis disease, without considering checking accuracy as means of authenticating model.
In this study, I will develop a model for predicting Drugs resistant tuberculosis using Naïve Bayes classifier. This classifier supports independent assumption. The model can be trained and tested using large data set obtained from Hospital.

**Naïve Bayes Classification**

Naïve Bayes classifiers can be trained very efficiently in a supervised learning setting. It can also work as statistical based technique for classification (Bharathi & Deepankuma, 2014). It uses Bayes theorem to find the probability of another event that has already occurred. It is a popular classifier among other classifiers such as decision tree and support Vector Machine. Despite its simplicity, it competes favorably with other classifiers (Georgina, 2018). Naïve Bayes classification is simple and particularly suited when the dimensionality of the input is high. Despite its simplicity, it can outperform more sophisticated classification method. It provides perspective for understanding many learner algorithms and works on the assumptions that: is easy to construct, classifying categorical data, occurrences of an event (attributes) are independent and can be trained in a supervised manner (Path et al., 2016). The major advantage of Naïve Bayes in classification is its simplicity and its ability to approximate probabilities for a class on any given instance (Kononenko, 1991).

**Software Design Phase**

The proposed model is implemented using Python programming environment version 3.2. Python is a general-purpose, high-level programming language which is widely used in the recent times; its constructs enable the user to write clear programs on both a small and large scale. Python supports a dynamic type system and automatic memory management and has a large and comprehensive standard library. Python interpreters are available for many operating systems. Python program has a good number of programming packages for Naïve Bayes classification such pandas, nymyp, matplotlib, GaussianNB, Metrics, and many more. It also known to have an abundance of libraries that assists with data analysis and scientific computing. In python programming you will also find package for determining the accuracy of your model such as confusion matrix and ROC (Srinath, 2017).

**Software Requirement**

The software is designed using Python programming language version 3.2 since it supports all the needed library for the packages that Naïve Bayes Classifier required. It’s also has packages that support the accuracy of a model such as Confusion Matrix and ROC. This language was chosen over other in order to have maximum control on interface design, better presentation of statistical result and flexibility.

**Hardware Requirement**

The hardware requirements are;

1. All windows operating system above windows 7, 64bits for PC and iOS 8, 10 for Macintosh Operating system.
2. All CPUs
3. Preferably 4GB RAM and 40GB hard disk drive free space.
Naïve Bayes Algorithm

The Naïve Bayes Classifier works as follows:
1. Let T be a training set of samples, each with their class labels. There are k classes, C1, C2, ..., Ck. Each sample is represented by an n-dimensional vector, X= {x1, x2, ..., xn}, depicting n measured values of the n attributes, A1, A2, ..., An, respectively.
2. Given a sample X, the classifier will predict that X belongs to the class having the highest a posteriori probability, conditioned on X. That is X is predicted to belong to the class Ci if and only if:
   
   \[ P(C \mid X) > P(C \mid X_j) \text{ for } ij \text{ Sm, } j \neq i. \]
   
   Thus we fund the class that maximizes P(C \mid X). The class C for which P(C \mid X) is maximized is called the maximum posteriori hypothesis.

   By Bayes’ theorem \( P(C \mid X) = \frac{P(X \mid C)P(C)}{P(X)} \).

3. As P(X) is the same for all classes, only P(X \mid C)P(C) need be maximized. If the class a priori probabilities, P(C), are not known, then it is commonly assumed that the classes are equally likely, that is, P(C1) = P(C2) = ... = P(Ck), and we would therefore maximize P(X \mid C). Otherwise we maximize P(X \mid C) P(C).

4. Given data sets with many attributes, it would be computationally expensive to compute P(X \mid C). in order to reduce computational in evaluating P(X \mid C)P(C), the naive assumption of class conditional independence is made. This presumes that the values of the attributes are conditionally independent of one another, given the class label of the sample. Mathematically this means that:
   
   \[ P(X \mid C) = \sum_{k=0}^{n} P(X_k \mid C) K=1, ... , n \]
   
   The probabilities P(x1 \mid C1), P(x2 \mid C1), ..., P(xn \mid C1) can easily be estimated from the training set. Recall that here X refers to the value of attribute AK for sample X. If Ak is categorical, then P(xk \mid C1) is the number of sample of class Ci in T having the value xk for attribute AK, divided by freq(Ci, T), the number of class Ci in T.

5. In order to predict the class label of X, P(X \mid C) P(C) is evaluated for each class Ci. The classifier predicts that the class label of X is Ci if and only if it is the class that maximizes P(X \mid C) P(C).

The Proposed Model

The proposed model (Fig. 3.1) is based on the trends of predicting drug resistant tuberculosis in a suspected patient. It involves several steps, which include data collection, data cleaning and transformation, classification and prediction, and finally, interpretation, evaluation and knowledge discovery.
**Prediction Procedure**

**Data Collection:** The data collected would be divided into two portions; one portion of the data is extracted as a training set, while the other portion would be used for testing. The training portion is taken from a table stored in a C:\dr_dataset.xlsx (say Table 4.1a) is called as data1, while the training portion taken from another table stored in a C:\dr_dataset1.xlsx (called Table 4.1b) is called as data2 which is training set2.

**Data Preprocessing:** Data preprocessing was done to remove noise, and outlier.

**Transformation:** The processed data is transform from hard copy to soft copy.

**Classification and prediction:** Based on the nature of variable in our dataset, we will use Naïve Bayes classification techniques twice; Classification phase 1 and Classification phase 2.

Working of the framework is illustrated as follows:

- Data collection and preprocessing are done.
- Preprocessed data is stored in a training set 1 and training set 2. These datasets are used during classification.
- Test data set is stored in database test data set.
- Part of test data set is compared for classification using classifier 1 and rest part is classified using classifier 2 as follows:
Classifier phase 1: classify into positive or negative class label. If the patient is having tuberculosis, then the patient is classified as positive (P), while a patient is classified as negative (N) if the patient does not have tuberculosis.

Classifier phase 2: classify only that data set that has been classified as positive by classifier I and then further classify them into drug resistant tuberculosis and drug sensitive tuberculosis class label.

The system would be designed in such a way that the core parameters as a determining factor should be supplied their value.

Data Collection

The data set used in this research was collected from the record office, guided by the ethics of the specialist Hospital Yola, Adamawa state, and then transformed from the stored C:\data\data called dataset. Each patient file will be extracted and reviewed for signs and symptoms of malaria then check for laboratory confirmation result from diagnosis. The data is divided into two tables: the first is called dataset which contain data used in phase I of the classification, while the second table called dataset) which contain data used in phase 2 of the classification.

Experimental Setup

The data was divided into two part; one part is used for the training the model. Our model consists of two training set. First training set was used for classifying patient to either have tuberculosis (positive) or not (negative). The second training set would further classify those that were positive tuberculosis in the first classification as either having drug resistant tuberculosis (DR) or drug sensitive tuberculosis (DS). Using naïve Bayes classification technique, we have predicted a new patient having a set of parameter. Naïve Bayes Classifier works as follows:

Using:

\[
\text{Naive Bayes; } P(c|x) = \frac{P(x|c)P(c)}{P(x)}
\]

Where c: is the class

P (clx): is a posterior prob. of class given predictor.
P (c): is the past (prior) prob. of class.
P (xlc): the prob. of predictor given class.
P (x): past prob. of the predictor.”

Positive class label (P): Patient may have tuberculosis (positive) if the probability of selected features points out that the probability of positive class is greater than negative class.

\[
P(\text{positive/patient}) = P(c|x) = \frac{P(\text{patient}/P)P(P)}{P(P) + P(P)P(N)}
\]

Negative class label (N): patient may not have tuberculosis (negative) if the probability of selected features points out the probability of negative class is greater than positive class

\[
P(\text{Negative/patient}) = \frac{P(\text{patient}/N)P(N)}{P(P) + P(P)P(N) + P(P)P(N)}
\]
Drug Resistant Tuberculosis (BR): Patient may have a drug resistant case of tuberculosis if the probability of selected features points out that the probability of drug resistant class is greater than drug sensitive class.

\[
P(\text{DR/patient}) = \frac{P(\text{patient}/\text{DR})P(\text{DR})}{P(\text{patient}/\text{DR})P(\text{DR}) + P(\text{patient}/\text{DS})P(\text{DS})}
\]

Drug Sensitive (PS): patients may have Drug sensitive case of tuberculosis if the probability of selected features points out that the probability of Drug sensitive class is greater than Drug resistant class.

\[
P(\text{DS/patient}) = \frac{P(\text{patient}/\text{DS})P(\text{DS})}{P(\text{patient}/\text{DR})P(\text{DR}) + P(\text{patient}/\text{DS})P(\text{DS})}
\]

Table 1: Predicting patient to be either have drug resistant tuberculosis (DR) or drug sensitive tuberculosis (DS)

<table>
<thead>
<tr>
<th>Gender</th>
<th>Contract DR</th>
<th>Smoking</th>
<th>Alcohol</th>
<th>Cavitary pulmonary</th>
<th>Diabeties</th>
<th>TBlouse Side</th>
<th>Class</th>
<th>Age_ &lt; 45years</th>
<th>Age_ ≥ 45years</th>
<th>Nutritional - Normal</th>
<th>Nutritional_unweight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Where DS (1) = Drugs Sensitive, and DR (0) = Drugs Resistant

Performance Measure of Classifier

Accuracy check

“The accuracy check of Naïve Bayes algorithm can be check using confusion Matrix (Goyal and Mahta, 2012) and Receiver Operating Characteristic (ROC) analysis.

Confusion Matrix

A confusion matrix contains information about actual and predicted classifications done by a classification system. Performance is such systems is commonly evaluated using the data in the matrix. The following tables shows the confusion matrix for a two class classifier (Goyal and Mahta 2012). It classifies each instance in to one of two classes. The classes are true and false; this gives rise to four possible classifications for each instance as listed below.

1. True-Positive (TP) means positive pattern seen as positive
2. False-Positive (FP) means negative pattern seen as positive
3. False- negative (TN) means positive pattern seen as negative
4. True- negative (TN) means negative pattern seen as negative
Table 2: A 2 x 2 Confusion Matrix for two Class Classifier

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Actual class</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive(1)</td>
<td>Negative(0)</td>
</tr>
<tr>
<td>Predicted class</td>
<td>True Positive (TP)</td>
<td>False Negative(FN)</td>
</tr>
<tr>
<td>Positive(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative(0)</td>
<td>True Negative(TN)</td>
<td>True Negative(TN)</td>
</tr>
</tbody>
</table>

From the table above the classification that lies along the major diagonal that is TP and TN are the correct classifications. While the remaining fields that is FN and FP signify model error. From Confusion Matrix many model performance metrics can be derived, popular among the metric is accuracy, which is defined as:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]

Here accuracy rate is all the correctly classified patterns divided by total number of patterns. Other performance matrices include precision and recall defined as follows:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TN}{TN + FN}
\]

Positive Predictive Value- values of positive

\[
\text{PPV} = \frac{TN}{TP + FN}
\]

Negative Predictive Value – where Negative occurs

\[
\text{NPV} = \frac{TN}{TN + FP}
\]

ROC and Area under Curve

ROC is a graph representing the performance of a classification model at all classification thresholds (Vihinem, 2012). This curve plot two parameters (TPR) on the vertical axis and false positive rate (FPR) on the horizontal axis, this signifies the relationship between true positive and true negative rates of a classifier through minimizing sensitivity (false positive) and specify (false negative) (Raj and Prasanna, 2013). ROC curve are accessed by either smearing the classification rule on test dataset with known classes or by using a sample of reused method e.g. cross-validation. It presents better performance in a number of ways through decreasing standard error as both the number of test sample and area under curve (AUC) increase and increases sensitivity when performing analysis of variance test (Hand and Till, 2001). A good classification rule
design by a classifier is reflecting on the ROC curve by lying at the upper left triangle of the square area (Vihinen, 2012).

**RESULTS AND DISCUSSION**

**Models Assessment of Drug Resistant Tuberculosis**

The dataset was divided into 70%, 30% for training, validation and testing respectively. Naïve Bayes classifier were used for the study. Each of the models where trained using the training dataset and validated using the validation dataset. To test the resistant ability of Tuberculosis, we tested it using data it has not previously seen i.e. the test dataset. The results from each of the models were organized and assessed in terms of the magnitude of the statistical error between the measured result and the real data.

The results from the models were organized and assessed in terms of the magnitude of the statistical error between the measured result and the real data. This was achieved by measuring the average of the Mean Square Errors (MSE), Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE) for the models used for Drugs Resistant of Tuberculosis.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Age</th>
<th>Contact DR</th>
<th>Smoking</th>
<th>Alcohol</th>
<th>Cavitary pulmonary</th>
<th>Diabetes</th>
<th>Nutritional</th>
<th>TBoutside</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Male</td>
<td>&gt;= 45 years</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Underweight</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>Female</td>
<td>&gt;= 45 years</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Underweight</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Female</td>
<td>&gt;= 45 years</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Underweight</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Male</td>
<td>&gt;= 45 years</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Normal</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>Female</td>
<td>&lt; 45 years</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Underweight</td>
<td>No</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>95</td>
<td>Female</td>
<td>&lt; 45 years</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Normal</td>
<td>No</td>
</tr>
<tr>
<td>96</td>
<td>Male</td>
<td>&lt; 45 years</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Normal</td>
<td>No</td>
</tr>
<tr>
<td>97</td>
<td>Female</td>
<td>&lt; 45 years</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Normal</td>
<td>No</td>
</tr>
<tr>
<td>98</td>
<td>Female</td>
<td>&lt; 45 years</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Normal</td>
<td>No</td>
</tr>
<tr>
<td>99</td>
<td>Female</td>
<td>&lt; 45 years</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Normal</td>
<td>No</td>
</tr>
</tbody>
</table>

100 rows × 10 columns
Figure 2: 4.0 Graphical representative of Visual Gender
```python
def print_unique_col_values(df):
    for column in df:
        if df[column].dtypes=='object':
            print(f'{column}: {df[column].unique()}')

print_unique_col_values(df)
```

- Gender: ['Male', 'Female']
- Age: ['>= 45 years', '< 45 years']
- Contact DR: ['Yes', 'No']
- Smoking: ['Yes', 'No']
- Alcohol: ['No', 'Yes']
- Cavitary pulmonary: ['Yes', 'No']
- Diabetes: ['No', 'Yes']
- Nutritional: ['Underweight', 'Normal']
- TBooutside: ['No', 'Yes']
- Class: ['IR', 'DS']

```python
from sklearn.naive_bayes import GaussianNB
model = GaussianNB()

model.fit(X_train, y_train)
GaussianNB()

model.score(X_test, y_test)
0.7158090909090909

X_test[:10]```
Figure 3: Confusion Matrix for Drugs resistant test data using Naïve Bayes.

Figure 4: Drugs Resistant Prediction
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